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EXECUTIVE SUMMARY  

 

This report is the second deliverable of the 6G-SHINE work package (WP2) and provides definitions of 

scenarios, use cases, and service requirements for various types of subnetwork categories. Three 

subnetwork categories are considered in 6G-SHINE, namely the consumer, industrial, and in-vehicle 

subnetwork categories. This deliverable expands the initial definition of use cases and scenarios 

presented in D2.1, by refining descriptions, deployments and traffic characteristics, presenting 

thoroughly the key value benefits of in-X subnetworks. It also describes the architectural components 

of subnetworks, and their functional requirements for each use cases.   

 

Subnetwork operation in an entity (in-X) is deployed in all 6G-SHINE use cases. Hence, the definition of 

In-X subnetwork is specified in order to provide guideline and reference when describing the use-cases. 

The subnetworks and the interactions to the 6G parent network involve various network elements. Each 

element may have different and unique role(s). Furthermore, a subnetwork may have various types of 

communication modes. A use case may require a certain subnetwork architecture that can be different 

than other use cases. The use-cases for each subnetwork categories are described below. 

 

For the consumer subnetworks, the identified use cases include Immersive Education, Indoor Interactive 

Gaming, Virtual Content Production of Live Music, and Augmented Reality (AR) Navigation. These 

diverse use cases aim at supporting enhanced and immersive user experience. High data-rates and low 

latency are the Key Performance Indicators (KPIs) for these use cases. These KPIs are mostly required to 

deliver high resolutions, wide-angle, and high frame rate video.  

 

In industrial subnetworks, the use cases are represented using a bottom-up approach, starting from the 

subnetwork in a single entity to a complex subnetwork with multiple entities. The use cases identified 

in this category are Robot control, Unit Test Cell, Visual Inspection Cell, Subnet Coexistence in Factory 

Hall, and Subnetwork Segmentation and Management. These use cases are defined with the objective 

to maintain the automation process in the manufacturing production line for optimal operation. The 

network traffic characteristics of these use cases mandate low data rates with ultra-low latency. Many 

connected devices are expected to be deployed and resulting in high network traffic in certain 

conditions.   

 

In the in-vehicle subnetwork category, the representation of the use cases also follows a bottom-up 

approach similar to as the industrial subnetworks case. The identified use cases are Wireless Zone 

Electronic Control Unit (ECU), Collaborative Wireless Zone ECU, Inter-Subnetwork Coordination, and 

Virtual ECU. The objective of realizing these use cases is to design 6G-native in-vehicle wireless 

subnetworks that are capable of providing dependable service levels like wired networks. In principle, 

this objective can also be applied to other subnetwork categories. These use cases are characterized by 

multiple network traffic flows with varying requirements, demanding deterministic network 

performance (ultra-low bounded latency and high reliability). Extreme reliability and low latency are 

required in some of the use-cases with the primary objective to improve the safety of the road users. 
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A principle set of KPIs for the aforementioned use cases in the three subnetwork categories has been 

designated at the outset and would be revisited at different stages of the project as the work evolves to 

safeguard their compatibility with the use cases. The purpose of these KPIs is to ensure that the required 

services of a use case can be supported. It is noteworthy that some of the KPI requirements may not be 

fully supported through the existing technology. However, it is expected that the research and 

development under different technical components of the project would finally allow the application of 

these KPIs to the identified use cases. In relation to this, the mapping of 6G-SHINE technology 

components (TCs) to the use-cases in each subnetwork category is provided. In the context of social, 

economic, and environment sustainability, the Key Value Indicators (KVIs) associated with the identified 

uses cases are also investigated, including the enabling factors (i.e., KV enablers) of the identified KVI(s). 

This study facilitates to understand the societal impact of the research undertaken in this project.  

 

This deliverable will be used as the reference for other activities across the involved WPs of the project, 

such as TCs development and proof of concept (PoC) activity. The other WPs may select the identified 

use-cases and develop a specific TCs based on the deployment scenario, subnetwork architecture, KPI, 

and requirements.  Within WP2, we will also characterize radio propagation at different frequency bands 

and explore network architectures for in-X subnetworks of the selected use cases.  
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1 INTRODUCTION 

6G-SHINE is one of the European Union 6G projects under the 6G-SNS Stream B (research for 

revolutionary technology advancement toward 6G) framework. This report is the second deliverable of 

WP2 and the scope of WP2 is on defining scenarios, use cases, and requirements. Specifically, this report 

is the refinement of our previous deliverable D2.1 Initial Definition of Scenarios, use cases and service 

requirements for In-X Subnetworks. This report presents the definition of In-X subnetworks and a set of 

use cases for the consumer, industrial, and in-vehicle subnetwork categories defined in 6G-SHINE. The 

operation of In-X subnetwork is the major characteristic of 6G-SHINE use cases. Hence, it is essential to 

provide the definition of In-X subnetwork. Subsequently, the following aspects are described for the use 

cases in 6G-SHINE: 

- Use case description and its operation 

- Deployment and Subnetwork architecture 

- Traffic characteristics 

- KPIs and requirements aspect 

- KVIs aspect 

- Challenges to 6G System 

 

1.1 OBJECTIVE OF THE DOCUMENT 

This deliverable covers the work for the definition of relevant scenarios, assumptions, and use cases for 

the subnetworks along with KPI requirements. The objective of this report is to identify numerous 

relevant use cases including the descriptions, operation flows, and pre/post conditions covering 

consumer, industrial, and in-vehicle subnetwork categories. The KPIs and KVIs related to the use cases 

are stipulated. Finally, the potential mapping of the 6G-SHINE TCs to the use cases in each subnetwork 

category is also identified. The selected use cases identified in this report will be used for further work 

on WP2 and other WPs, particularly in the development of TCs and PoCs. 

 

1.2 STRUCTURE OF THE DOCUMENT 

This report is organized as follows. Chapter 1 provides the introduction, including the objectives and the 

methodology for defining the use cases, KPIs, and KVIs. Chapter 2 describes the definition of In-X 

subnetwork. Chapter 3, 4, and 5 describe numerous use cases in the consumer, industrial, and in-vehicle 

subnetwork categories, respectively. In each chapter, we elaborate the respective background, and the 

KVIs for the given category. Each use case is thoroughly covered with high-level descriptions, pre- and 

post-condition aspects, operation flow, subnetwork architecture, and KPI & requirements. The traffic 

characteristics are provided for the selected use cases. Furthermore, each of these chapters describing 

subnetwork categories is concluded by explaining how the TCs in 6G-SHINE could address the challenges 

in the respective category. Finally, conclusions are drawn in Chapter 6.  

 

1.3 METHODOLOGY  

1.3.1 Defining Use Cases  
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Figure 1 illustrates the focus of the 6G-SHINE project. The subnetworks are intended to replace 

traditional cabled media for demanding use cases, and feature the following main characteristics: 

- Short range (below 10 meters) low-power cells meant to offer localized connectivity by 

offloading larger networks with demanding services. 

- Support services with rigorous requirements in terms of latency, reliability, and data rates. 

- Consist of one or more Access Point (AP(s)) with integrated edge processing capabilities and a 

potentially large number of cost-effective and potentially computationally constrained devices 

with limited form factor, such as sensors/actuators. 

- Support the stand-alone operation in case the connection with an umbrella 6G network is not 

available or it is not needed.  

 

 
Figure 1: Illustration of 6G-SHINE project in supporting various use cases 

Based on the above stated characteristics, various use cases can be defined to address the future 

needs/requirements. In order to ensure that diverse use cases are identified for 6G deployments, we 

defined the use cases for the following three subnetwork categories: 

- Consumer  

- Industrial  

- In-vehicle  

 

1.3.2 Definition of Key Performance Indicators  

Key Performance Indicators (KPIs) refer to the measurable metrics that are used to assess and evaluate 

the performance and effectiveness of various aspects of the communication system. These KPIs provide 

insights into the overall efficiency and quality of infrastructure, services and operations provided by the 

communication system. In this project, we consider the traditional set of KPIs that are well established 

by the standardization bodies, such as 3GPP. For instance, transmission (packet/bit) error rate, data rate, 

latency, and reliability. We consider those as common KPIs to evaluate or to assess the performance of 

wireless connectivity. These KPIs are also adopted in 6G SHINE. Additionally, we have also identified 
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some other KPIs which could still be derived or related to the common KPI. One or more of the derived 

KPI can be applicable to a specific use case. The KPIs are briefly described below. 

¶ Data rate: rate at which data is transmitted from one point to another within the network. It is 

closely related to the concept of bandwidth, but it specifically emphasizes the actual data transfer 

rate rather than the overall capacity. 

The relevant or derived KPI(s): 

o User experienced data rate: the minimum data rate required to achieve a sufficient 

quality experience, except for scenario for broadcast like services where the given value 

is the maximum that is needed [1]. 

 

¶ Reliability: percentage of packets successfully delivered within the time/latency constraint required 

by the target service or domain function out of all the packets transmitted [1].  

The relevant or derived KPI(s): 

o Communication service availability: percentage value of the amount of time the end-to-

end communication service is delivered according to a specified QoS, divided by the 

amount of time the system is expected to deliver the end-to-end service [1]. 

o Communication service reliability: ability of the communication service to perform as 

required for a given time interval, under given conditions [2]. 

o Survival time: the time that an application consuming a communication service may 

continue without an anticipated message [1]  

o Jitter: deviation from true periodicity of a presumably periodic signal. 

o Packet Error Rate (PER): ratio of number of packets received in error to total number of 

transmitted packets. 

 

¶ Latency: time delay between the initiation of a data transfer or command and its actual reception 

or execution. 

The relevant or derived KPI(s): 

o End-to-End latency: the time that it takes to transfer a given piece of information from 

a source to a destination, measured at the communication interface, from the moment 

it is transmitted by the source to the moment it is successfully received at the 

destination [1]. 

o Packet Delay Budget (PDB): a limited time budget for a packet to be transmitted over 

the air from a base-station (gNB) to a UE [3]. 

o Control loop time (or control cycle time): time interval between consecutive updates or 

iterations of a control system. In industrial and automotive applications, this represents 

the frequency at which the control system processes sensor data, computes the 

appropriate response, and sends commands to actuators. 

o Transfer interval: time difference between two consecutive transfers of application data 

from an application via the service interface to 3GPP system [2]. 

o Determinism: ability to guarantee that data is delivered within specific time constraints 

or time bound. 

 

¶ Synchronization threshold: A synchronization threshold can be defined as the maximum tolerable 

temporal separation of the onset of two stimuli, one of which is presented to one sense and the 
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other to another sense, such that the accompanying sensory objects are perceived as being 

synchronous [1]. 

The relevant or derived KPI(s): 

o Clock Synchronicity: the maximum allowed time offset within the fully synchronised 

system between UE clocks [2].  

 

In addition to the above KPIs, we consider other potential KPIs that could still be relevant to 6G-SHINE. 

These additional KPIs may not only be required for evaluating the performance of a wireless links but 

also for the optimal operation of subnetworks in 6G-SHINE. For example, system capacity (e.g., the 

supported number of simultaneous connected devices without compromising each wireless link), power 

consumption, signalling overhead, computational complexity, and possible distribution/transfer of 

computation within a subnetwork. 

 

All of the above KPIs are relevant for 6G-SHINE project. However, we may not necessarily use those KPIs 

in this report. At least, some of the KPIs are discussed in the subsequent chapters and some others may 

be specifically addressed in the relevant WPs, especially when the technical solution(s) is required to 

achieve certain KPIs. 

 

 

1.3.3 Definition of Key Value Indicators 

The key values (KVs) within 6G-SHINE are initially defined based on the work described in [4]. Firstly, the 

United Nations have developed the 2030 Agenda for Sustainable Development where the 17 

sustainability development goals (SDGs) have been defined and shown in Figure 2 [5]. The descriptions 

and goal targets of each SDG are described in [6]. 

 

 

Figure 2: The 17 UN Sustainability Development Goals (SDGs) (figure taken and simplified from [5]) 
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Furthermore, the Stockholm Resilience Centre has grouped those development goals and visualized 

them as shown in Figure 3 [7]. Here, these groups are associated with the key value (KV) to be addressed 

in this project, named as economic sustainability, social sustainability, and environment sustainability. 

 

Figure 3: The 17 SDGs grouped by Stockholm Resilience Centre (figure taken from [7]) 

Subsequently, the indicator for each KVs above will be derived further for each use cases category as 

described in Section 1.3.1. Key Value Indicator (KVI) is a way to measure the identified KV. We can 

foresee the KV(s) to have a direct or indirect impact on human society. In this context, the KVI should be 

able to measure the impacts of the new generation wireless technologies developed in this project on 

both qualitative and/or quantitative evaluation. A technology becomes valuable if it enables KV and KVI 

being useful as providing the metrics to visualize and to demonstrate the value of the technology itself 

[4]. Furthermore, the assessment towards KVI is important to facilitate in addressing the SDGs by United 

Nation. 

 

A use case can be established depending on the key value enablers and these enablers are typically 

related to fulfilling the technical requirements. According to [4], KVIs can be used to demonstrate value 

but cannot be directly used to design for value. The KVI enablers can be used for impacting the technical 

design to support the use-cases. Lastly, the Key Performance Indicator (KPI) can be introduced as a set 

of technical numerical targets associated to one or more KV enabler. The relation of these aspects is 

illustrated in Figure 4. 
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Figure 4: Illustration the relation of KV, KVI, and KPI of a use-case 

 

In relation to 6G-SHINE project that focuses on low technology readiness level (TRL) research, KVIs are 

at the center of our technology design and development. Note, the descriptions of TRL can be found in 

[8]. We can then speculate on how the designed technology components, when integrated in a complete 

system design for specific use cases (beyond the scope of this project), can be the building blocks that 

enable the fulfillment of KVIs. According to the scheme proposed in [4], we focus on objective 

assessment. 6G-SHINE partners from vertical sectors have indeed thorough experience on assessing the 

relevant KVIs, and their contribution is fundamental in the design of KVI-aware technology components.  

In-X subnetworks can be used in various sectors and use case categories. In 6G-SHINE we focus on three 

categories -consumer, industrial, and in-vehicle- and have defined relevant use cases for each category 

where our technologies can have a major impact. Though scenarios and use cases are rather different, 

we identify some common KV benefits introduced by the concept of in-X subnetworks. These KV benefits 

can also be considered as common KV indicators. Both are used interchangeably in this report. The 

common KVIs means it is applicable to all of the use-cases. The specific KVIs of each use-cases will be 

further elaborated in separate sections.   

Environment sustainability 

The concept of in-X subnetworks can contribute to improve environment sustainability as follows: 

- Reducing cable harness. In-X subnetworks can bring wireless to a higher level of pervasiveness 

ǘƘŀƴ ǿƘŀǘ ŜȄǇŜǊƛŜƴŎŜŘ ƛƴ ǘƻŘŀȅΩǎ ƴŜǘǿƻǊƪǎΣ ǎǳōǎǘƛǘǳǘƛƴƎ ŎŀōƭŜǎ ŦƻǊ ǎƘƻǊǘ-range critical 

communications. While 5G has already done a tremendous effort in reducing cable harness, 

most oŦ ǘƻŘŀȅΩǎ ƛƴǎǘŀƭƭŀǘƛƻƴǎ ǿƛǘƘ ǾŜǊȅ ŘŜƳŀƴŘƛƴƎ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ǊŜǉǳƛǊŜƳŜƴǘǎ ŀǊŜ ǎǘƛƭƭ ǿƛǊŜŘ 

as 5G cannot cope with them. Materials used for manufacturing cables are an environmental 

hazard. For example, the mining and processing of copper can result in around hundred 

gigajoules of energy emission [9]; besides, most of the rock surface around copper deposit is 

regarded as wasted. Production of materials for jacketing and shielding cables (e.g., poly vinyl 

chloride) requires fuel consumption and can release toxic gases and chemicals, besides 

greenhouse gases like chlorine and vinyl chloride monomer. The jacket structure is also 
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composed of lead; the chaffing and deterioration of cables can lead to the additive getting loose 

and accumulating on ceilings, floors, and walls of buildings. Besides, the plastic material used as 

shielding jackets are easily inflammable, releasing toxic gases and potentially spreading fire and 

gases throughout a building in case they are stored in plenum spaces. It is obvious that a massive 

reduction of the cable harness enabled by in-X wireless subnetworks can bring to significant 

improvement in terms of environmental hazard.  

- Enabling modular equipment. The replacement of cables with wireless can enable the 

possibility of making equipment more flexible, portable and modular, as different parts do not 

need to be to be rigidly connected. Making equipment modular has major benefits in terms of 

environment sustainability, since only defective components are to be repaired or refurbished, 

reducing the need for new devices. Modular equipment also eases the disassembly of parts, 

enabling the possibility of extracting valuable materials and reusing them for new devices.  

- Energy efficiency. This can influence the design of 6G-SHINE technology components. A major 

hypothesis of the 6G-SHINE project is indeed that, short-range communication and the 

possibility of leveraging knowledge of the operational environment (and to a large extent, the 

possibility of controlling the propagation environment) and specific operational characteristics 

(e.g., devices in static and predictive motion) can lead to the possibility of achieving demanding 

requirement with minimum energy.   

- Architecture enhancements and edge computing. In-X subnetworks introduce major 

architectural innovation in wireless networks, enabling connectivity and computing capabilities 

ŀǘ ǘƘŜ ǾŜǊȅ ŜƴŘ ƻŦ ǘƘŜ сD ΨƴŜǘǿƻǊƪ ƻŦ ƴŜǘǿƻǊƪǎΩΦ ¢ƘŜ Ǉƻǎǎƛōƛƭƛǘȅ ƻŦ ǇǊƻŎŜǎǎƛƴƎ ǘƘŜ Ƴƻǎǘ ŎǊƛǘƛŎŀƭ 

traffic at the network edge can enable better scalability and reduce the amount of critical traffic 

in the network. Transferring traffic generated by multiple deployments with very demanding 

requirements in terms of latency or data rate over large portions of the network require indeed 

a large amount of processing resources, with associated negative environmental footprints 

related to higher energy consumption and cooling costs. By bringing intelligence at the edge of 

the network, traffic can remain local and processing capabilities are tailored to the need of the 

specific subnetwork installation. 

 

Social sustainability  

In-X subnetworks can contribute to social sustainability as follows: 

- As mentioned above, the architectural innovation enabled by in-X subnetworks can bring the 

processing capabilities very close to the physical subnetwork installation. Besides the 

environmental benefits, this can ease the processing of critical traffic, and ensure privacy and 

security as critical data are not transported though the broader network infrastructure. 

- The improved scalability enabled by wireless subnetworks can ease the support of a larger 

number of sensors by the same control infrastructure; for certain use cases, e.g., in-vehicle, this 

can contribute enhancing safety with respect to rigid wired installations. 

- Ensuring capillary coverage via tailored wireless installations that offers applications and 

services of unprecedented quality, can contribute enhancing people trust on technology and 

digital capabilities. People without extensive digital training and comprehension can have a 

smoother experience in accessing services via wireless, as this does not require a cumbersome 

and time-consuming wired installation process. 
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Economic sustainability 

Economic sustainability can be addressed by in-X subnetworks as follows: 

- In-X subnetworks represent a major innovation in the wireless communication landscape, given 

their capability of operating as standalone entities, while being part of a broader 6G 

infrastructure. We believe their peculiar nature combined with the diverse set of use cases 

where subnetworks can be major actors, can inspire novel business models for the mobile 

communication sector, as well as for the verticals. For example, a mobile operator can offer as 

a service the control and management of a number of in-X subnetworks installed in facilities 

such as factories and schools, ensuring a quality of service that cannot be achieved by 

uncoordinated ad-hoc installations. 

- In-X subnetworks can make wireless installations more agile, portable, and flexible. This can help 

reducing installation and maintenance costs with respect to e.g., fieldbus connections, requiring 

complex wired setups. 

- Besides its positive environmental footprint, the possibility of having modular equipment 

enabled by the enhanced wireless capabilities, can reduce the cost of upgrades as only defective 

components are to be replaced, ultimately extending lifetime of installations. 

A more detailed description of the KVIs addressed by the specific use cases, as well as their enablers, 

will be presented in the next sections. 
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2 IN-X SUBNETWORK ARCHITECTURE 

This chapter provides the essential definitions and nomenclature for all elements that are relevant in 

the different use cases. They include network elements, their roles and different communication modes. 

A reference architecture is provided, as well, to highlight the different aspects of the first considerations 

regarding an in-X subnetwork architecture. Concrete use case-specific in-X subnetwork architectures will 

be provided in Chapters 3 to 5. Finally, a few hints are given regarding functional requirements, which 

will also be detailed for each of the use cases in Chapters 3 to 5. 

 

2.1 INTRODUCTION  

The large diversity of the different use cases and use case categories demand a top-down approach to 

define essential aspects of an in-X subnetwork architecture with, nevertheless, a strong focus on use 

case-related requirements.  

 

In this top-down approach, 6G-SHINE first defines broad categories for network elements, which are 

first defined according to the capabilities and then to be defined based on functionalities. Such 

capabilities mostly refer to computational and communication capabilities, as well as power 

consumption. Then, high-level functionality clusters are associated via so-called roles, which indicate 

groups of communication, management and compute functionalities or features.  

 

We propose network elements with different degrees of capabilities. It is important to note that these 

degrees are only defined relative to each other on a per-use case basis. This means that the capabilities 

of a low-capability element of one use case cannot necessarily be compared to the ones of another low-

capability element defined for another use case. However, it is important to compare different 

capabilities of network elements per use case, as this will provide indications for a certain role 

assignment in each of the different 6G-SHINE use case. 

 

2.2 NETWORK ELEMENTS OF THE PARENT NETWORK 

For the regular case, we assume that subnetworks are integrated in a 6G parent network, whose 

elements are described next and summarized in Table 1. 

 

2.2.1 6G Base Station (6G BS) 

A 6G base station comprises the radio access network components of the parent network, to which 

subnetworks can be connected. It might realize a subset of the signal processing and coordination 

functionalities under investigation in WP3 and WP4. 

 

2.2.2 6G Core Network (6G CN) 

The 6G core network comprises all necessary network functions to run, operate and manage the parent 

network. It might also include functionality to manage and operate subnetworks associated to the 

parent network. There might exist two different subtypes: Public networks and non-public networks 
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(enterprise or campus). A non-public network can provide a dedicated 6G core network to a certain 

scenario, such as an industrial factory. 

 

 

 

2.2.3 6G Network Compute Node (CompN) 

A 6G compute node is a component that offers computing resources and which is not part of a 

subnetwork, but instead can be used by multiple subnetworks. The 6G core network might be involved 

in provisioning of the compute resources. 

 

2.2.4 User Equipment (UE) 

We consider standard user equipment (UE) as defined by 3GPP. The UE does not necessarily have to be 

part of a subnetwork but there is the possibility to have a communication relationship established 

between such a UE and other elements within subnetworks. 

 
Table 1: Symbols of Parent Network Elements 

Element Abbreviation Symbol 

6G Base Station 6G BS 

 

6G Core Network 6G CN 

 

6G Network Compute Node CompN 

 

User Equipment UE 

 

 

2.3 ELEMENTS IN A SUBNETWORK 

We propose four categories of elements being present in a subnetwork, which ς as mentioned above ς 

are defined according to their capabilities. They are summarized in Table 2. 

 

2.3.1 Element with High Capabilities (HC) 

An element with high capabilities is a device/node with increased capabilities in terms of networking 

and computation. Such a node might act as the central communication node in a subnetwork and also 

6G BS

UE
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might offer compute resources to other devices in the subnetwork. Multiple such HCs can be installed 

in a single subnetwork. An HC element can be a user equipment as defined by 3GPP or a non-3GPP 

device, which include also access points (APs). 

 

 

2.3.2 Element with Low Capabilities (LC) 

An element with low capabilities is similar to an HC but has reduced capabilities in terms of networking 

and computation. This can limit the functionalities this device provides to the subnetwork and even 

there might be no connection between the LC and the 6G base station. In a hierarchical or nested 

subnetwork, the LC might act as an aggregator. An LC element can be a user equipment as defined by 

3GPP or a non-3GPP device, adhering to the description in this subsection. 

 

2.3.3 Subnetwork Element (SNE) 

Subnetwork elements are computationally constrained devices that have limited form factor, cost 

footprint, power/energy, and that include devices such as sensors/actuators. Similar to the HC and LC, 

an SNE device can be a user equipment as defined by 3GPP or a non-3GPP device, too. 

 

2.3.4 Reconfigurable Intelligent Surfaces (RIS) 

A reconfigurable intelligent surface is an electromagnetic passive element that can beneficially influence 

the wireless channel. The descriptions and the fundamental operations of RIS can be found in [10]. 

 
Table 2: Symbols of the Elements Involved in Local Communication 

Element Abbreviation Symbol 

Element with High Capabilities HC 

 

Element with Low Capabilities LC 

 

Subnetwork Element SNE 

 

Reconfigurable Intelligent 

Surface 
RIS 
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2.4 FURTHER DEFINITIONS 

In the following, we also introduce two other terms, entity and in-X wireless subnetwork, which are 

important for the definition of the deployment architectures. Their abbreviations and symbols are given 

in Table 3. 

 

2.4.1 Entity (EN) 

The concept of entity stands here for specific use case unit with limited operational radius, where one 

or more subnetworks can be installed for a set of coherent and correlated operations. Entities can be 

robots, production modules, vehicles, but even classrooms for consumer type of applications. A single 

entity (e.g., vehicle or robot) may feature more than one subnetwork. 

 

2.4.2 In-X Wireless Subnetwork (SN) 

In-X subnetworks are special purpose networks that can support localized and high-performance 

connectivity within an entity. They are short range (below 10 meters), typically low-power, cells, meant 

at offering very localized connectivity by offloading larger networks of demanding services. They consist 

of one or more HCs and/or LCs with integrated edge processing capabilities (in case of HCs) and a 

potentially large number of cost-effective very constrained devices with limited form factor, such as 

sensors/actuators, called SNEs. They can operate as stand-alone subnetworks in case the connection 

with an umbrella 6G network (6G base station) drops or is intermittent. The umbrella 6G network can 

take care of efficiently orchestrating the subnetwork operations when connection is available. Non-

standalone subnetworks always depend on the umbrella 6G network. 

 
Table 3: Symbols for Entities and Subnetworks 

Element Abbreviation Symbol 

Entity EN 

 

In-X Wireless Subnetwork SN 

 

 

Important note: the term access point (AP) was used in the previous document (Deliverable D2.1) and 

also some parts in this document to refer to an essential network element being part of an in-X 

subnetwork. This term already implies certain functionalities, which might be different for the various 

use cases, so that this is something to be avoided. AP is therefore replaced by the more neutral terms 

HC and LC, which also differentiate different degrees of capabilities and provide more flexibility to define 

9b
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various in-X subnetwork architectures, which can be seen in Chapters 3 to 5. For some use cases, the 

term AP can still be used explicitly for a particular HC or LC. 

 

 

 

 

2.5 ELEMENT ROLES 

Roles are high-level descriptions of sets of functionalities or features, and they can be assigned to 

different elements present in the use case. The following roles are defined in the context of 6G-SHINE 

and summarized in Table 4. 

 

2.5.1 The Gateway (GW) Role 

An element with the gateway role can manage the data traffic routing within and/or across subnetworks. 

In special cases, it can act as intra-SN or cross-SN relay as well as gateway towards the 6G parent 

network. 

 

2.5.2 The Compute Offloading (OFF) Role 

An element with the compute offloading role uses its capabilities to orchestrate application and/or 

network function offloading from source elements to target elements. Or, it is a provider or donor of 

compute resources to another element within the same or another subnetwork. 

 

 

2.5.3 The Radio Resource Management (RRM) Role 

An element with the radio resource management role uses its capabilities to manage the radio resources 

of one or multiple other elements within a subnetwork (central, hybrid, distributed). Such management 

functions can also consider jamming, RIS (if present) and licensed/unlicensed spectrum in general. 

 

2.5.4 The Subnetwork Management (SNM) Role 

An element with SNM functionality manages the operational activities of elements within a subnetwork. 

This might include authentication, handover procedures, master clock roles, and monitoring of network 

performance. 
Table 4: Symbols for the Different Roles 

Role Abbreviation Symbol 

Gateway Role GW 
 

Compute Offloading Role OFF 
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Radio Resource Management 

Role 
RRM 

 

Subnetwork Management Role SNM 
 

 

2.6 REFERENCE ARCHITECTURE 

Figure 5 shows an example architecture as an illustrative reference with three entities employing one or 

more than one subnetwork each. The leftmost entity has three subnetworks in a nested setup with HC 

and LC as άƘŜŀŘ ƴƻŘŜǎέ. RIS are either integrated in a subnetwork or standalone as part of the parent 

network. SNEs are usually end nodes, but also exceptions exist where they can relay information to 

another SNE. There can also be subnetworks without SNEs but only with HCs and LCs instead such as in 

the rightmost subnetwork. A UE is explicitly considered in case it is outside of any subnetwork but can 

communicate with elements within a subnetwork, i.e., with an HC, LC, or SNE. In many cases, there exist 

communication links between HCs and LCs, and with this also between subnetworks of the same entity 

or different entities. It can also be seen that different communication structures are possible, such a 

tree-like, meshed or setups with multi-connectivity of SNEs towards more than one HC/LC. 

 

 
Figure 5: Reference Architecture 

 

In Figure 6, an example role assignment can be seen for the leftmost entity of Figure 5.  

 

Gateway Roles:  

!ƭƭ ǘƘǊŜŜ άhead nodesέ (two HCs and one LC) have the GW role as they can relay and distribute 

information in their subnetworks and among the SNE. In addition, the HC of the green SN also acts as 

gateway towards the parent network while there is no other direct communication of any other element 
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in the SNs towards the parent network. Also, another SNE has the GW role as it relays towards another 

SNE.  

 

RRM Roles: 

The upper HC (being part of the yellow SN) has the RRM role, which means that is can manage radio 

resources within and beyond its subnetwork, including steering the RIS. At the same time, the 6G BS also 

employs RRM, so that a hybrid form of radio resource management is installed in this case.  

 

Compute Roles: 

Furthermore, two nodes, that are the HC in the green SN and the CompN, have the compute offloading 

role, which enables them to manage and/or offer computational offloading to other entities within their 

domain, such as within the green SN (including the orange SN, as well). 

 

 
Figure 6: Example Role Assignment 

 

2.7 COMMUNICATION MODES  

In general, there exists a large number of different possibilities of communication relationships between 

the various types of elements. One can distinguish between direct and indirect (such as relayed) 

communication modes. The following Table 5 provides an overview and highlights, to which extent these 

relationships are relevant for the 6G-SHINE use cases. The different possibilities of the communication 

modes listed in the table are also illustrated in Figure 7. More details are provided in Chapters 3 to 5. 

 
Table 5: Possible Communication Relationships Between Elements. 

Communication Relationship Relevance 

 Direct Communication 
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Between SNEs Relevant in rare cases. 

 
SNE to LC/HC 

Standard communication mode present in the use 

cases. 

 
Between LC/HC (same level) 

Considered in some special cases, e.g., for load 

balancing or equally relevant elements. 

 
Between LC/HC (different levels) 

Standard communication mode present in the use 

cases. 

 
LC/HC to 6G network Relevant for some of the use cases. 

 
SNE to 6G network Typically, not considered in the use cases. 

 
Between UE and 6G network Relevant for some of the use cases. 

 Indirect Communication 

 
Between SNEs via LC/HC Relevant in rare cases. 

 

 

Between SNEs in different SNs via 

LC/HC (2.1) or via 6G parent 

network (2.2)  

Relevant in rare cases. 

 

 

SNE to LC/HC via LC/HC (3.1) or via 

6G parent network (3.2)  

Standard communication mode present in the use 

cases, especially with LCs acting as data aggregators. 

 
SNE to 6G net via LC/HC Typically, not considered in the use cases. 

 
Between LC via HC 

Standard communication mode present in the use 

cases. 

 

UE to SNE/LC/HC via 6G parent 

network 
Only in use cases with a UE being present. 

 
SNE to LC/HC via SNE Relevant in exceptional cases. 

 

LC/HC to 6G parent network via 

LC/HC 
Relevant for some of the use cases. 

 
SNE to SNE via SNE Typically, not considered in the use cases. 

 

1
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a) Direct communication mode 

 
b) Indirect communication mode 

 

Figure 7: Example of communication modes for the reference architecture 

 

 

2.8 GENERAL HINTS ON FUNCTIONAL REQUIREMENTS 

In contrast to quantitative performance requirements, functional requirements describe concrete 

qualitative aspects, functions, features, or behaviours of systems. Functional requirements typically are 

indicators for certain architecture-related design decisions. In this regard, the use case analysis in 

Chapters 3 to 5 includes information regarding the functional requirements, as well. The functional 

requirements are formulated in a form similar to the ETSI/3GPP specifications. ¢Ƙƛǎ ƳŜŀƴǎ ǘƘŀǘ άǎƘŀƭƭέ 


































































































































































































































